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A MIXED FINITE ELEMENT METHOD FOR A SIXTH ORDER ELLIPTIC
PROBLEM

JEROME DRONIOU*, MUHAMMAD ILYAST, BISHNU P. LAMICHHANE!, AND GLEN E. WHEELER!

Abstract. We consider a saddle point formulation for a sixth order partial differential equation and its finite element
approximation, for two sets of boundary conditions. We follow the Ciarlet-Raviart formulation for the biharmonic
problem to formulate our saddle point problem and the finite element method. The new formulation allows us to use
the H'-conforming Lagrange finite element spaces to approximate the solution. We prove a priori error estimates for
our approach. Numerical results are presented for linear and quadratic finite element methods.

Key words. Sixth order problem, higher order partial differential equations, biharmonic problem, mixed finite
elements, error estimates.
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1. Introduction. Partial differential equations (PDE) have a long and rich history of application
in physical problems. One of their main advantages is in the modelling of ideal or desired structures
[36]. In particular, one may wish to fill a curve with a solid material that satisfies certain conditions
along the boundary. Depending on the application, there may be several constraints along the curve.
In many applications these filled curves (called components) are fitted together to form a larger shape.
It is natural and in some situations essential that at least some of the derivatives of the surface are
continuous across the boundary curves.

In this context, higher-order partial differential equations come to the fore: for a solution of a
partial differential equation of order 2k, one may typically allow restrictions on all derivatives up to
order (k — 1) along the boundary curve. This guarantees their continuity across components.

Continuity of the second derivative across boundaries, achieved by the sixth-order PDE proposed
in this article, is critical in several settings. In the construction of automobiles, each panel is designed
by a computer based on given specifications. Aesthetics are an important aspect, and in this regard,
the composition of reflections from the surface of a car panel must be considered. If one prescribes only
the derivatives up to first order along the boundary, then this leaves open the possibility of the second
derivative of the panel changing sign across the boundary. In practical terms, this causes boundaries
to move from being convex to concave, or vice-versa. Reflections will flip across such boundaries,
which from an aesthetic perspective is unacceptable.

The strength and maximal load bearing of tensile structures also depends critically on the conti-
nuity of higher derivatives across component boundaries. Force is optimally spread uniformly across
components, however, where derivatives of the surface are large, force and load are accumulated. This
can be by design. It is dangerous however when force accumulates across a boundary due not to de-
sign but to a discontinuity in one of the higher derivatives across that boundary. This concern can be
alleviated when a number of derivatives dependent upon the total expected load of the structure can
be guaranteed to be continuous. Two derivatives are guaranteed by our scheme and this is typically
enough for most minor structures, such as small buildings, residential homes, and vehicles.

Sixth-order PDE have arisen in a variety of other contexts, from propeller blade design [13] to
ulcer modelling [33]. Generic applications of sixth-order PDE to manufacturing are mentioned in
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[3, 5]. Applications of sixth order problems in surface modelling and fluid flows are considered in
[25, 31].

To see that sixth-order PDE are natural for such applications, it is instructive to view such an
equation variationally. Minimising the classical Dirichlet energy, we calculate the first variation of the

functional
/ |Vu|2dx ,
Q

Au=0

and find the Laplace equation

or, in the case of the gradient flow, the heat equation

Minimising the elastic energy, the integrand of the functional to be minimised depends on an additional
order of derivative of u, and so the Euler-Lagrange equation and resulting gradient flow is of fourth-
order. If we are additionally interested in minimising the rate of change of curvature across the
surface, the ‘rate of change of acceleration’ or jerk, then the functional will depend on three orders of
derivatives of u. The resulting Euler-Lagrange equation

A =0
and gradient flow
(815 — AS)U, =0

depend on six orders of derivatives of u. This perspective is taken in Section 2, where the variational
formulation is made rigorous. Recent resarch interest in such equations includes [18, 19, 26, 28].

In geophysics, sixth-order PDE are used to overcome difficulties involving complex geological faults
[35]. Indeed, sixth-order PDE arise in a variety of geophysical contexts due to their appearance as
models in electromagneto-thermoelasticity [30] and relation to equatorial electrojets [34]. We remark
that model PDE from geophysics are in general quite interesting to study from a PDE perspective,
with issues such as non-uniqueness and general ill-posedness fundamental characteristics; we refer to
[24] for a selection of such issues.

The major contribution in our paper is a mixed finite element scheme for a sixth-order partial
differential equation. This allows one to accurately model components arising from prescribed (up
to and including) second order derivatives along boundary curves. Another approach to approximate
the solution of the sixth-order elliptic problem based on the interior penalty is considered by Gudi
and Neilan [17]. In Section 2 we introduce our setting, which considers two different sets of boundary
conditions: simply supported, and clamped. We use constrained minimisation to cast our problems
in a mixed formulation as in the case of the biharmonic equation [9, 12, 21] (other approaches to
mixed formulations for the biharmonic equation can be found in [11, 10, 14, 15, 2, 27, 22]). The
resulting saddle point problem allows us to apply low order H'-conforming finite element methods to
approximate the solution of the sixth order problem. This approximation is described, for both sets
of boundary conditions, in Section 3. A-priori error estimates are proved in Section 4. The optimality
of the predicted rates of convergences is illustrated, for each boundary condition, in Section 5 through
various numerical results.



2. A mixed formulation of a sixth order elliptic equation. Let Q2 C ]Rd, d € {2,3}, be a
bounded domain with polygonal or polyhedral boundary 92 and outward pointing normal n on 9.
We consider the sixth order problem

—ASu=f in Q (2.1)

with f € H71(Q2) and two sets of boundary conditions (BCs). The first set is the set of simply
supported boundary conditions

u=Au=A>u=0 on 0Q, (2.2)

and the second set is the set of clamped boundary conditions

Ju
u:%:Au:O on 0. (2.3)

We aim at obtaining a formulation only based on the H'-Sobolev space. We begin by defining
the Lagrange multiplier space:

e Simply supported boundary conditions. We set
My, = Hy(92),
and equip Mp. with the norm
lollas. = lloll1.q-
e Clamped boundary conditions. We set
My.={qe H(Q): Age H'(Q)},

where Agq is interpreted in the distributional sense, and the space M. is equipped with the
graph norm

lallas. = \/lall? o+ 12g12 -

We use the notation (-,-) for the duality pairing between the two spaces H{(Q2) and H~1(Q),
so that (u,q) and (u, Ag) are well defined for v € H}(Q) and ¢ € M;.. We note that this
space M. is less regular than H!({2), compare, e.g., [4, 37].

Let k € NU{0}. We use the standard notations to represent Sobolev spaces [1, 8]. We use (-, -)r o
and || - ||x.o to denote the inner product and norm in H*(Q), respectively. When k = 0, we get the
inner product (-,-)o,o and the norm || - [|o.o in L?(2). The norm of W*?(Q) is denoted by || - ||x.p.o-

To obtain the H'-based formulation of our boundary value problems, we introduce an additional
unknown ¢ = Awu and write a weak form of this equation by formally multiplying by a function
q € My, and integrating over 2, as in [4, 37]. The variational equation is now written as

(6,q) — (v, Aq) =0, q& M.

Keeping in mind that u will be taken in H{(£2), and considering the BC-dependent M., we see that

this variational definition of “¢ = Awu” also formally imposes the condition g_:i = 0 on 01, in the case

of clamped BCs. For simply supported BCs, this does not impose any additional boundary conditions.



To write the mixed formulation in a standard setting, we introduce the function space V =
HY(Q) x HY(Q) with the inner product (-,-)y defined as

((u, 9), (v, ))v = (Vu, Vo)o.a + (Vo, ViPlo o

and with the norm || - ||y induced by this inner product. We now consider the constraint minimisation
problem of finding (u, ¢) € V such that

Jw.d)= inf T(.0), 24)
where
Twb) =3 [ (V0 de= (7.0}, and s)

V={(v,¥) €V: (¢,q) — (u,Aq) =0, ¢ € Mp.}.

Looking for (u,) in V enables us to account for the conditions u = Au = 0 on 99, valid for both
simply supported and clamped BCs.
The problem (2.4) can be recast as a saddle point formulation: find ((u,®), ) € V' x My, so that

al(0,0), 0. )+ B(©.0).N) = o), (0.) €V, 06
b((ua (b)’M) = 05 12 € Mbc; ’

where
al(u,8), (0,9)) = /Q V- Vide, b((v, ), 1) = (b, ) — (v, Ap),
() = (f.).

Using v = 0 and ¢ € C$°(Q) in the first equation in (2.6) shows that A¢ = A. In the case of simply
supported boundary conditions, since A € (M,,) = H}(Q) and ¢ = Au, this enables us to formally
recover the last missing boundary condition A%u = 0 on 9.

(2.7)

The following theorem, whose proof can be found in the appendix, states the well-posedness of
our continuous saddle point problem.
THEOREM 2.1. There exists a unique ((u, ), \) € V- x My, satisfying (2.6).

3. Finite element discretisations. We consider a quasi-uniform and shape-regular triangu-
lation 7; of the polygonal domain €2, where 7; consists of triangles, tetrahedra, parallelograms or
hexahedra. Let S}’f C HY(Q) be a standard Lagrange finite element space of degree k& > 1 based on
the triangulation 7;, with the following approximation property: For u € H¥*+1((2)

inf (flu—vallog + Allu = vallie) < CH** ullir1 0. (3.1)

vheSh

The definition of discrete Lagrange multiplier spaces (Mbc);i requires some work. A standard require-
ment for the construction is the following list of properties:

[P1] (Mye)y C HY().

[P2] There is a constant C' independent of the triangulation such that

/9h¢hdx
10nloo <C sup =

5 Oh € (Mbc);i
PrESF ll#llo.e



[P3] There is a constant C' independent of the triangulation such that, if (u, ¢, A) is a solution to
(2.6), A € HE(Q) and py, € (Mbc)f; is the H'-orthogonal projection of A on (Mbc)i, then

IA = snlloo < CR*[A[lk0- (32)

We now define:
e Simply supported boundary conditions. In this case we may simply take

k
S’li,o =SyNH;(Q), Vi= S}’f,o x S’li,o o (Mee)y, = Slfi,O'

The norm on (Mbc)’; is defined by

. [h, Un
ol = 2+ DAl with fanlloip = sup et
, , ool TVenloa
h h,0

The reader may wish to compare this with [37], where a similar norm is used albeit with
pn € L2(Q). Properties [P1] and [P2] are trivial. Property [P3] is establised by invoking the
fact that A = 0 on 99, and by using the approximation results in [6, 7].

e Clamped boundary conditions. The first two spaces are

Sho=SKNH(Q), V=85 xSy,

however the space (Mbc)f; is not so easily defined. If we take (Mbc)i = S’ff,o’ the Lagrange
multiplier space does not have the required approximation property, due to the constraint on
the boundary condition. On the other hand, if we take (Mbc): =S¥, the stability assumption
[P2] will be lost.

In order to overcome this we draw inspiration from the idea used in the mortar finite element
method [23, 20]: We construct the Lagrange multiplier space (Mbc)’; satisfying dim (Mbc)f; =
dim S’,;:O and the approximation property (3.2). To construct the basis functions of (Mbc)f;
for the clamped boundary condition we start with S}’f and remove all basis functions of S}’f
associated with the boundary of the domain Q2. We construct the basis functions of (Mbc)f;
according to the following steps:

1. For a basis function ¢,, of SF associated with the point z,, on the boundary we find a
closest internal triangle/tetrahedron/parallelotope T € T, (that is, T' does not touch
090).

2. The basis functions {¢7;}, associated with internal points of T' can be considered
as polynomials defined on the whole domain Q. Hence we can compute {ar;}7; as
ar; = ¢ri(x,) for i = 1,---,m. This means when computing {cor;}j2; we regard
{7}~ as polynomials with support on Q. For the linear finite element, the coefficients
{ar;}", are the barycentric coordinates of z,, with respect to T'.

3. Then we modify all the basis functions {7 ;}7", associated with T as ¢r; = ¢r; +
ar iPn-

In other words, basis functions associated with boundary points are “re-distributed” on basis
functions associated with nearby internal points, which ensures that, even after removing
these boundary basis functions, the space (Mbc)]’—i has the same approximation property as

S¥. The norm on (Mbc)i is defined by

. Mh, Up
el = i+ gl with [l e = sup -t
) ) vaS:TJ ||V/Uh||0,Q



Then [P2] and the optimal approximation property (3.2) follow (see [20, 23]).

In the following, we use a generic constant C, which takes different values in different occurrences
but is always independent of the mesh-size. Now, the finite element problem is to find ((un, ¢n), An) €

VE x (Mbc)i so that

an((un, ®n), (0, ¥n))+  b((vn,¥n), An) = Llvn),  (vn,¥n) € V)Y,

b((un, én), pn) - 0, i € (Mao)f. (3.3)

For simply supported BCs, we can take ap = a. For the case of clamped boundary conditions, S’ff o 1s

not contained in (Mbc)’;, and so ap(+, ) is a stabilised form of the bilinear form a. This allows us to
establish coercivity (see the proof of Theorem 3.2 below). We set ay (-, -) to be

an((un, 1), (Vn, ¥n)) = a((un, én), (vn,n)) + / (én — Apun)(bn — Apvy) dz, (3.4)
Q
where, for w € H}(Q) + 5}12:;51’ Apw € S,’le is given by

/ Apwuvp dr = —/ Vw -V, dz, v, € S}’f%l. (3.5)
Q Q ’

REMARK 3.1. For simply supported BCs, that is a;, = a, the saddle point problem (3.3) can
be, as with the continuous problem, recast in the form of a constraint minimisation problem: find

(un, én) € VF such that

J(up,¢p) = inf  J(vn,¥n), (3.6)

(vn,¥n)EVE

where V}]f s a kernel space defined as

VE = {(on ) € Vi 2 b((vn, ¥n) 1n) = 0, jin € (Mye)y ) (3.7)

We now show the existence of a unique solution to (3.3).

THEOREM 3.2. There ezists a unique (up, ¢n) € V¥ solution to (3.3).

Proof. Existence of a unique solution to (3.3) relies on the same three properties as in the
continuous case, namely:

1. The bilinear forms a(,-), b(-,-) and the linear form ¢(-) are uniformly continuous on V;* x
vk, VE x (Mbc)’; and V¥, respectively. The bilinear form ay(,-) is continuous (albeit not
uniformly) on V,* x Vi¥. Here, V/¥ is endowed with the norm of V, and (Mbc)f; with its norm
I ln.

2. The bilinear form ay(-, -) is uniformly coercive on the kernel space V¥ defined by (3.7).

3. The bilinear form b(-,-) satisfies the following inf-sup condition

b
inf sup ((vn, ¥n), pn)
1 €0M)% (wp ) evy 10 r)lIv [ nlln

> B,

where B is a constant independent of the mesh-size.
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Since V}¥ C V, the uniform continuities of a(-,-) and £(-) are trivial. The continuity of a(-,-) on the
finite dimensional space V,* is obvious. However, since we cannot claim that [|Azv]jo.o < Cllvl|1.a
with C independent on h, this continuity of aj(-,-) is not uniform; this is not required to obtain
the existence and uniqueness of a solution to the scheme, but it will force us to define a stronger,
mesh-dependent norm for the convergence analysis (see Section 4.2). The uniform continuity of the
bilinear form b(-,-) is proved as follows. Note that since i, € S}ki,o we have from the definition of
[+ ll-1,n - norm

vp, o, dx
il Vil = sup Jalminds
mest, IVonlloo

IVénloa> [ dn i d.
Q
For the simply supported case with v, € S}’i,o we have

Vuwy, - Vuy dx
1At Vonllog = sup 42
wnest,  IVwnllog

IVonllo.c z/wh.whdm,
Q

whereas for the clamped case with v, € S’;J{)l we have

Jo Vwn - Vyp, d
||th||0,9

|Apnll =104 Vorlloe = sup

wnesEy]

IVonllo.q > / Von, - Vo di.
Q

The continuity of b(-,-) follows by writing

16((vhs ), n)| = ({Pns pn) — (Vns Apn)

< ‘/muhdw/wh-whdx
Q Q

< 1Con, Pr)llv [l | n-

This establishes the first condition. For the second and third condition we now must consider the
boundary conditions separately.
Simply supported boundary conditions. For (uy, ¢;,) € Vh’C satisfying

b((un, én)spin) =0, i, € (Mye)y,

since (Mbc): = S}’f,o’ we can take uj, = uy, to obtain

/ Vuy, - Vup dz = —/ drup dx.
Q Q

Hence using the Cauchy-Schwarz and Poincaré inequalities we obtain

IVurll o < Cillénllo.ollVeunlo.o-

The coercivity then follows exactly as in the continuous case:

IVurlig.o + IVenllsa < Cal(un, én), (un, én)),  (un,én) € Vi.
For the inf-sup condition we set 1, = 0 as in the continuous setting to obtain

sup b((vha q/)h)a /Jh) > sup <Uha A/Jh>

> > | Apnll-1,n
(wnmyevie 1on Pn)llv oy, esr  IIVUnllon ’



and setting v, = 0 to find

b((vn, ¥n), Un, fin
sup Mz sup ¥nspn) > llnll -0
wnanyeve nsdn)llv g esp  1VEnlloo

Thus

sup b((vn, Yn), pin)

> Blnlln-
(wnwmeve 1(ns¥n)llv

Clamped boundary conditions. Recalling the stabilisation term in ay (-, -), we use the Poincaré
inequality for u;, € Syh! and the definition (3.5) of Ay, to find

f Vuy, - Vo, dz f Vuy, - Vo, dz
[Vunlloo = sup =Lrer—m——" < sup =2+~ *
wmesttt [Vonllog oneSkE! lvnllo,e
— Ahuh Uh dx
=C sup ZJo Bnen vn dr < CllApupllo,o-

onesht! lvnllo.e

Hence using Poincaré inequality again, there exists a positive constant C' such that, for all ¢y € S,’f 0
2 2 2 2 2
Vunlogn < C (lpn — Apunllg o + ||¢h||o,ﬂ) < C(llgn — Apunllg o + ||V¢h||o,ﬂ) .

Thus we have the coercivity of the modified bilinear form ay(-,-) on Sy 5" x S}’f,o and hence on the
discrete kernel space V,]f cS ,k;{)l xS ,"2"0 with respect to the standard norm of V. The inf-sup condition
now follows as in the case of simply supported boundary conditions, with 55:51 instead of S }’f,o for vy,
which accounts for || - ||=1,x« used in the definition of the norm on (Mbc)f;. This finishes the proof of
the theorem. O

4. A priori error estimates. In this section we investigate a priori error estimates for our
problems.

4.1. A priori error estimate for simply supported boundary conditions. Our goal is to
establish the following theorem.

THEOREM 4.1. Let (u, ¢, \) be the solution of the saddle point problem (2.6), and (up, ¢n, A\n) the
solution of (3.3), both with simply supported boundary conditions. We assume that u,¢ € H*T1(Q)
and X € H*(Q). Then

[(w = un,d — dn)llv < CL* (Jullesr,e + llk+1.0 + Alkg) - (4.1)

To prove this theorem we apply Strang’s second lemma [7]:

(= un, & — én)llv

vn ) EVE (0 b )EVE | (vns ) llv

< C (( inf ”(u _ Uh;(b _ 7/)h)||V + sup |a((u - uh;(b - (bh)’ (Uhﬂ/)h)”) , (42)
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where (u, ¢) is the solution of (2.4), and (up, ¢p) the solution of (3.3) (recall that, here, a;, = a). The
first term in the right side of (4.2) is the best approximation error and the second one stands for the
consistency error. First we turn our attention to this latter term.

LEMMA 4.2. Let (u,$, \) be the solution of the saddle point problem (2.6) with simply supported
boundary conditions. Then, if A € H*(2), we have

sup la((u —up, ¢ — on), (v, ¥n))|

< Ch*| Nk
(v, Yn)EVE ||(Uh,1/)h)||v ’

Proof. From the first equation of (2.6) we get a((u—up,d — én), (Vn,¥n)) + b((vh, ), A) = 0 for
all (vp,, ) € VF. And hence

|a((u = un, ¢ — én), (vn, ¥n))| _ [b((vn, ¥n), M

sup sup )
(on on ) EVE | (ons n)llv (onmeve 10 ¥n)llv

Denoting the projection of A onto (Mbc)i = S}’f o With respect to the H Linner product by Ay, we have

/ Vo - VO = Ap) dz = —/ on(A = Ap) de. (4.3)
Q Q

As (vp, ) € VF, using (4.3),

b((0n, ), A) = b((vn, i), A = A) = _/

Uh(>\ — S\h) dl? +/ 1/)}7,()\ — S\h) dl?,
Q Q

and hence [P3] yields

1b((vn, 1), M| < CR* Ao 1 (vn, n) v -
Thus

sup la((u —up, ¢ — on), (v, ¥n))|

< ChF .-
(vn.¥n)EVE | (s ) llv ’

O
We now prove the following lemma, which is similar to Proposition 3 in [12]. See also [21].
LEMMA 4.3. Let (wp, &) € Vi, (w,€) €V, and RY : H}(Q) — S}k;,o be the Ritz projector (also
called “elliptic projector”) defined as

/ V(Riw —w) - Vo dz =0, vy, € Sf .
Q
Then

w —wp|1,0 < C|I€ —&ulloo + |Riw — w|i o

Proof. Here we have

/Vw-Vq—l—Squ:O, q € H} (Q), and/th-th—l—thhda::O, thS}’f,O,
Q Q



10

since (wy, &) € VF and (w,€) € V. Thus, since S}’f,o C H(Q),
/QV(w —wp) - Van + (£ — &) gndx =0, g, € S o (4.4)
In terms of the Ritz-projector R¥, (4.4) is written as
/QV(RIEW —wp) - Van + (6 —&r) gndx =0, gi € Sp . (4.5)

Taking g, = Rﬁw — wy, in equation (4.5) and using the Cauchy-Schwarz and Poincaré inequalities, we
obtain

[Bhw —wilf o < 1€ = &nllo.ellBiw — wallo.o < CllE = &ulloal Ryw — wal1.q,
which yields |[Rfw — wy|1.0 < C||€ — &, lo.o- The final result follows from the triangle inequality
lw — w10 < |Rjw — w0 + |w — Rywlio < O = &l + |w — Riwl o
O

The following lemma estimates the best approximation error in (4.2), and concludes the proof of
Theorem 4.1.

LEMMA 4.4. For any (u,¢) € VN (H*1(Q) x H*1(Q)), there exists (wp,1y) € V¥ such that

l(w—wn, ¢ = &n)llv < Ch* (lullks1,0 + 19]lk+1.0) (4.6)

Proof. Let ITj : L*(Q) — Sf, be the orthogonal projection onto S . Let (wn,&) € Vi be
defined as

/(qs—gh)qh dz =0, qn € Sj . and / Vws - Van + & qndz =0, qn € Sy p.
Q Q

Hence (wp, &) € Vi with &, = IIF¢. Moreover, since 11} is the L?-projection onto S¥ ; we have [6]

|6 — Enlio < CR¥|Bkt1 0
We note that the Ritz projector R,’“L as defined in Lemma 4.3 has the approximation property [32]
|u — R,’“Luh,g < Chk|u|k+179.
Hence using the result of Lemma 4.3 we obtain

lu— w10 < 1o — &lloa + lu— Riulio < ChF(Julks1.a + |¢lit1,0)-
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4.2. A priori error estimates for clamped boundary conditions. The error estimates
for clamped boundary conditions are established in the following mesh-dependent semi-norm: for
(u,8) €V + Vi,

(s Bl = \/IVOIZ ¢ + 116 — Apulid (4.7)

The reason for introducing this semi-norm is that, as already noticed in the proof of Theorem 3.2, the
stabilisation term in ay(-,-) is not uniformly continuous on V;* for the norm of V. On the contrary,
ap(-,-) is uniformly continuous for | - |5 ,, which enables the usage of the second Strang Lemma.

Our goal here is to establish the following a priori estimate.

THEOREM 4.5. Let (u, ¢, \) be the solution of the saddle point problem (2.6), and (up, ¢n, An) the
solution of (3.3), both with clamped boundary conditions. We assume that u € WETLP(Q) for some
p>2, ¢ € H(Q) and that X € H*(Q). We have

_1_1
|(u—un, ¢ = dn)len < C (hk”u”k+1,ﬂ + WP ullgap.o + RF (Nl esre + hk|)\|k,ﬂ) : (4.8)

REMARK 4.6. Due to the uniform coercivity property of an(-,-) on Vi (see Theorem 3.2), | - |k.n
18 a morm that is uniformly stronger than the V' norm, that is, there is C' > 0 independent of h such

that, if (up, én) € V¥ then

Cl(un, dn)lin = IVoRlG.0 + IVuslf o-

This property is all that is required to apply the second Strang lemma below. The semi-norm is not a
norm on V', but the following property can be established: the kernel of |- |k.n consists of pairs (u,0)
such that

/ Vu-Vupde =0, u,€SyH.
o ,

Hence, even though the estimate (4.8) might not ‘capture’ a part of the solution (u, @), that part
actually converges to zero in L? and H'-norms.

We follow a strategy analogous to that used for simply supported BCs. Even though the second
Strang lemma is often used for bilinear forms ay(+,-) that are coercive on the entire continuous and
discrete spaces, the proof of [6, Lemma 1.2, Chap. III, § 1] and the uniform coercivity (by construction)
of ap(-,-) with respect to |- |, show that the following estimate holds:

|(u — un, & — én)|k,n

<C (( inf  |(wu—ovn,&—Up)|kn+  sup ln((u, ), (v, ) = E(vh)|> . (4.9)

vn ) EVE (Un st ) EVE |(vhs ¥n)|k,h

Theorem 4.5 is proved if we bound the right-hand side of the above inequality by the right-hand side
of (4.8).
First we prove the following lemma to estimate the consistency error term
-
I (CRONCN O )

(vn,Yn)EVE |(ns ¥n) |k, n
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LEMMA 4.7. Let (u,$,\) be the solution of the saddle point problem (2.6). Then, if A € H* (),
¢ € HX(Q) and u € H*(Q) we have

sup lan ((u, @), (vh, ¥n)) — €(vn)]

(vn,Yn)EVE |(vn, 7v/)h)|k’,h

< CHF (kg + 4lka) -

Proof. Here
ah((ua (b)a (Uha 1/)}74)) - E(Uh) = a((ua (b)a (Uha 1/)}74))
+ / ((b — Ahu)(d)h — Ahvh) dr — Z(Uh).
Q
The first equation of (2.6) yields
a((ua (b)a (Uha 1/)}74)) + b((Uh, 1/)h)5 )\) = Z(Uh)a (Uha 1/)h) € tha
and hence

ah((%(b)a(@hﬂ/)h))—f(vh)=/Q(¢—Ahu)(1/)h—Ahvh)dﬂv—b((@hﬂ/}h),k)-

The term b((vpn, ¥n), A) can be estimated as in Lemma 4.2. The stabilisation term is easily bounded
using the Cauchy-Schwarz inequality

/ (¢ — Apu)(Yp — Apvy) do < ||é — Apullo,allvn — Anvallo.o-
Q
We further note that, for u € H?(Q),

/Ahuvhdmz—/Vu-Vvhdxz/Auvhdm, UhES}’%l,
Q Q Q ’

and thus
Apu =T,
. The proof follows by using the approxi-

where Hf;"'l is the L?()-orthogonal projection onto S}]f'gl

mation property (3.1) on S,’f“. O
The following lemma estimates the best approximation error in the mesh-dependent norm.
LEMMA 4.8. Let (u, ) € V withu € WFHLP(Q) (forp > 2) and ¢ € H**1(Q). Then, there ezists
an element (wp, ) € VE such that

, —1_1
(= wns6 = )l < € (W¥llullisno + B4 10llksno + B F fullhsrpe) . (4.10)

Proof. We start with the definition of the mesh-dependent norm
(=, & = n) R, = IV(6 = Un)llg 0 + 6 — b — A (u = wn) I .

Let RFT: HY(Q) — SyE! be the Ritz-projector defined for w € HE (Q)

/ V(R w —w) -V, dz =0, vy, €SP
o ,
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With wy, = R’,ﬁ“u, Property [P2] enables us to define ¢y, € S}’f,o by
/ Fawn, - Vian, + o d = 0, i € (M)
Q
Hence (wp, ) € V¥ and, since (u, ¢) € V and (Mbc)f; C My, we obtain

[Pt n) Vin + (6 = ) n e = 0, g € (i) (4.11)
Q
We now use a triangle inequality to write

|(u — wn, ¢ — l/)h)|i,h = ¢ —vn — Ap(u— wh)”%ﬂ + ¢ - 1/)h|iﬂ
<l = nllf o + 1145 (u — wh)llF o
= [|[An(u—w)ll§ o + ¢ — Quolli o + 1Qne — ¥ulli g

where @, is a quasi-projection operator onto S’ff o defined by
/ Qnod pp dr = / b pn da, pn € (Mpe)y.
Q Q

As above, @Q), is well-defined due to Assumption [P2]. First we estimate the term ||Ap(u — wp)|lo.-
By definition (3.5) of Ay and by choice wy, = RZHU,

fQ Ap(u —wp)vp, dx

|An(u —wp)llo,o = sup
oneskt! l[onllo.e
— [ V(u —wy) - Vo, dx
— s Jo V( n) - Vopde 0
onESHE! l[lonllo.c

We know that Q¢ [20, 23] has the desired approximation property

|6 — Qnolio < Ch¥|Blkr1,0.

Hence we are left with the term ||Qnr¢ — ¢nll1,0. We start with an inverse estimate and use
Assumption [P2] and (4.11) to get

¢ ¢ (Yn — Qno) pn dzx
l¥n — Qnéllia < E”d)h = Qndlloa < 5 sup Jo
pn €(Mpe)F 12 llo,0
— d

< g sup f9(¢h ¢) Hn ax
R ek |20 llo.0

< c sup Jo V(u—wy) -V de
h pn €(Mpe)F ”MhHO,Q

Since wy, is the Ritz projection of w onto S,’f}')l, the final result follows by using Lemma 4.9. O

The following lemma is proved by using the ideas in [16, Lemma 3.2]. See also [29].
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LEMMA 4.9. Let k € N and p € R such that k> 1 and 2 < p < co. Let Ry - HJ(Q) — Syh' be
the Ritz projection as defined in Lemma 4.8. Then, there exists a constant C' > 0 such that, for any
w € WFLP(Q) N HE (),

V(w— R w) -V, d
sup Jo V(w— Ry w) - Vpn da

< CR* 375 |wllig1 pro- (4.12)
pn €E(Mpe ) |20 llo,0

Proof. Let 7711 be the set of elements in 7, touching the boundary of Q. Let p, € (Mbc)f; be

arbitrary and my, € S }’f o Which coincides with ju5, at all interior finite element nodes. Since S ’ff 0 C Sﬁ%l,

we have
/QV(w — RyMw) - Vippdoe =0, 4y € Sf .
Thus we have
[Vt Bt Vinde = 3 [ Vw = RE ) Vo, - ma) de
Q rer’T

The rest of the proof is exactly as in [16, Lemma 3.2]. O

5. Numerical Results. In this section, we show some numerical experiments for the sixth order
elliptic equation using both types of boundary conditions. We compute the convergence rates in L?
and semi H'-norms for u and ¢, and the convergence rates in L? norms for our Lagrange multiplier.
This computation will be done by using linear and quadratic finite element spaces.

(b) Initial mesh for clamped boundary con-

(a) Initial mesh for simply sup- .
ditions

ported boundary conditions

Fig. 5.1: Initial meshes

5.1. Simply supported boundary conditions.
Ezamples 1 and 2. We consider the exact solution

u=2"(1-2)°"(1 —y)® in Q= (0,1 (5.1)
for the first example and the exact solution

w=(e! +e)2°(1—2)°°(1 —y)® in Q = (0,1)%, (5.2)
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Table 5.1: Discretisation errors for the simply supported boundary condition: linear case and exact
solution (5.1)

Tu—unlly o lu—unli,0 T¢=2nllo o |[p—¢nl1.0 =Xl 0
elem llullo.0 [ul1,0 1210, [¢]1,0 Mo,
error rate error rate error rate error rate error rate
8 1.71e+02 1.44e+02 8.51e+01 4.33e+01 1.88e+01

32 5.17e+01 1.72|3.71e4+01 1.96 | 1.85e4-01 2.20 8.14 241 3.15 2.58
128 | 1.74e+01 1.57 |1.18e+01 1.65 5.59 1.72 2.40 1.76 1.00 1.65
512 4.71 1.88 3.17 1.90 1.48 1.92] 6.74e-01 1.83| 2.86e-01 1.81
2048 1.20 1.97| 8.11e-01 1.97| 3.76e-01 1.98 | 2.05e-01 1.72| 7.48e-02 1.94
8192 | 3.02e-01 1.99| 2.08e-01 1.96| 9.44e-02 1.99| 7.65e-02 1.42| 1.89e-02 1.98
32768 | 7.57e-02 2.00 | 5.59e-02 1.89| 2.36e-02 2.00 | 3.42e-02 1.16 | 4.75e-03 2.00
131072 | 1.89e-02 2.00| 1.74e-02 1.69| 5.91e-03 2.00| 1.65e-02 1.05| 1.19e-03 2.00
524288 | 4.73e-03 2.00 | 6.75e-03 1.37 | 1.48e-03 2.00| 8.20e-03 1.01| 2.94e-04 2.00

Table 5.2: Discretisation errors for the simply supported boundary condition: quadratic case and
exact solution (5.1)

Tu—unlly lu—unli,0 Te—onlly o |[p—onl1.0 =Xl
elem lully o [ul1,0 ¢llo.0 [¢]1,0 o,
error rate error rate error rate error rate error rate
8 1.01e-01 4.70e-01 2.13 1.00e+01 4.85e+01

32 | 3.56e-04 8.15|3.32e-03 7.15|3.10e-02 6.10| 4.27e-01 4.55 4.72 3.36
128 | 5.55e-05 2.68 | 6.31e-04 2.40 | 4.24e-03 2.87 | 9.65e-02 2.15| 7.38e-01 2.68
512 | 4.15e-06 3.74|1.33e-04 2.24|3.63e-04 3.55| 2.43e-02 1.99| 8.15e-02 3.18
2048 | 2.89e-07 3.84 | 3.29e-05 2.02 | 3.13e-05 3.54 | 6.26e-03 1.96 | 9.36e-03 3.12
8192 | 2.24e-08 3.69 | 8.23e-06 2.00 | 3.22e-06 3.28 | 1.58e-03 1.99 | 1.14e-03 3.04

32768 | 2.15e-09 3.38 | 2.06e-06 2.00 | 3.76e-07 3.10| 3.96e-04 2.00| 1.41e-04 3.01

for the second example, where both functions satisfy simply supported boundary conditions v = Au =
A%y = 0 on 90. We start with the initial mesh as given in the left picture of Figure 5.1, and we
compute the relative error in various norms associated with our variables at each step of refinement.

From Tables 5.1 and 5.3, we can see the quadratic convergence of errors in L?-norms of the linear
finite element method for u, ¢ and A, whereas the convergence of errors in the semi H'-norm for u
is slightly better than linear but for ¢ it is linear. We note that convergence in the semi
H'-norm for u is better in the earlier steps of refinement and as the refinement becomes finer and
finer, the convergence rate becomes almost linear.

We have tabulated numerical results with the quadratic finite element method in Tables 5.2 and
5.4. Working with the quadratic finite element we see slightly better than O(h?) rate of convergence
for the convergence of the errors in L2-norm for u, whereas the convergence is of O(h?) for the errors
in the semi H'-norm. Similarly, the errors in the L2-norm for ¢ and A converge with order O(h?),
respectively, whereas the errors in the semi H!-norm of ¢ converge with O(h?). The numerical results
follow the predicted theoretical rates also for both examples.
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Table 5.3: Discretisation errors for the simply supported boundary condition: linear case and exact
solution (5.2)

”“_“hno,n lu—unli,0 ”¢—¢h||oﬂ |[p—orli0 ”)\_)‘h”o,n
elem llullo.0 [ul1,0 1210, [¢]1,0 Mo,
error rate error rate error rate error rate error rate
8 1.77e+02 1.49e+02 8.84e+01 4.50e+01 1.95e+01

32 6.18e+01 1.52|4.44e+01 1.75]|2.21e4+-01 2.00 9.75 2.21 3.76 2.38
128 | 1.98e+01 1.64 |1.35e+01 1.72 6.40 1.79 2.74 1.83 1.13 1.74
512 5.28 1.91 3.55 1.93 1.66 1.94 | 7.46e-01 1.88| 3.16e-01 1.83
2048 1.34 1.98 | 9.04e-01 1.98| 4.20e-01 1.98 | 2.21e-01 1.76 | 8.21e-02 1.94
8192 | 3.36e-01 1.99| 2.30e-01 1.97| 1.05e-01 2.00| 7.94e-02 1.47| 2.07e-02 1.98
32768 | 8.42e-02 2.00 | 6.12e-02 1.91 | 2.64e-02 2.00 | 3.48e-02 1.19| 5.20e-03 2.00
131072 | 2.10e-02 2.00 | 1.85e-02 1.73| 6.59e-03 2.00| 1.67e-02 1.06 | 1.30e-03 2.00
524288 | 5.26e-03 2.00 | 6.94e-03 1.41 | 1.65e-03 2.00| 8.27e-03 1.02| 3.25e-04 2.00

Table 5.4: Discretisation errors for the simply supported boundary condition: quadratic case and
exact solution (5.2)

”“_“hllo,g [lu—un|1,0 ||¢_¢h”0,§z [p—onli0 ”)‘_)‘h”oﬂ
elem llullo.0 [ul1,0 I#llo.0 [¢]1,0 Mo,
error rate error rate error rate error rate error rate
8 3.07e-01 1.43 6.47 3.06e+01 1.53e+02

32 | 4.05e-03 6.24|2.10e-02 6.09 | 1.33e-01 5.60 1.51 4.34|1.71e4-01 3.16
128 | 3.25e-04 3.64 | 2.44e-03 3.11 | 1.55e-02 3.11 | 3.27e-01 2.21 2.69 2.67
512 | 2.20e-05 3.89 | 4.51e-04 2.44|1.29e-03 3.59| 8.19e-02 2.00| 3.06e-01 3.13
2048 | 1.44e-06 3.93 [ 1.10e-04 2.04 | 1.09e-04 3.56 | 2.11e-02 1.95| 3.59e-02 3.09
8192 | 1.01e-07 3.84 | 2.75e-05 2.00 | 1.10e-05 3.30 | 5.34e-03 1.98 | 4.39e-03 3.03

32768 | 8.32e-09 3.59 | 6.87e-06 2.00| 1.28e-06 3.10| 1.34e-03 2.00| 5.46e-04 3.01

Ezample 3. In the third example we consider the exact solution satisfying « = 0, Au = 0, A%y = 0
but Vu - n # 0 on the boundary:

2

u = sin (7z) sin (7y) in Q = (0,1)°. (5.3)

We note that the exact solutions chosen for Examples 1 and 2 satisfy Vu - n = 0 on the boundary of
the domain €.

We start with the initial mesh as given in the left picture of Figure 5.1 and compute the relative
error in various norms for all three variables at each step of refinement. The computed errors in
different norms are tabulated in Tables 5.5 and 5.6. Interestingly, we still get the same rate of
convergence for most of the norms with two exceptions: (i) in case of the linear finite element method,
we do not observe a super-convergence rate in H'-norm of u, and (ii) in the quadratic finite element
method, the rate of convergence in L?-norm of u is only O(h3).

5.2. Clamped boundary conditions.
Ezample 1. We choose the exact solution

u = 40962 (1 — z)%y*(1 — y)® in Q = (0,1)%, (5.4)
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Table 5.5: Discretisation errors for the simply supported boundary condition: linear case and exact

solution (5.3)

Tu—unlly o [u—unl1,0 [6=onllo.q [p—onli.0 A=Anllo.o
elem llullo.o lul1,0 lI¢llo.0 [¢]1,0 Mo,
error rate error rate error rate error rate error rate
8 8.42e-01 8.78e-01 7.47e-01 1.23e+03 5.95e-01
32 [4.22e-01 1.00{4.91e-01 0.84 | 3.30e-01 1.18 | 6.65e+02 0.89|2.27e-01 1.39
128 |1.32e-01 1.68 |2.18e-01 1.17]9.83e-02 1.75]| 3.13e+02 1.08 | 6.42¢-02 1.83
512 |3.50e-02 1.91|1.01e-01 1.11 |2.57e-02 1.93|1.52e+02 1.04|1.65e-02 1.95
2048 | 8.88e-03 1.98 | 4.95e-02 1.03|6.50e-03 1.98 | 7.53e+01 1.01|4.16e-03 1.99
8192 | 2.22e-03 1.99|2.46e-02 1.01|1.63e-03 2.00 | 3.76e+01 1.00 | 1.04e-03 2.00
32768 | 5.58e-04 2.00 | 1.23e-02 1.00 | 4.08e-04 2.00|1.87e4+01 1.00 |2.61e-04 2.00

Table 5.6: Discretisation errors for the simply supported boundary condition: quadratic case and
exact solution (5.3)

Tu—unlly lu—unl1,0 Tée—2nlly o lo—onli.0 A=Al o
elem llullo.q lul1,0 l¢llo.0 [¢]1,0 BN
error rate error rate error rate error rate error rate
8 2.12e-01 2.29e-01 1.63e-01 2.90e+-02 1.14e-01
32 |2.12e-02 3.33|4.22e-02 2.44|1.70e-02 3.26 | 6.20e+01 2.22 | 1.36e-02 3.08
128 | 1.98e-03 3.42[9.99e-03 2.08 | 1.78e-03 3.26 | 1.52e+01 2.03 | 1.63e-03 3.05
512 | 2.14e-04 3.21|2.49e-03 2.01|2.07e-04 3.11 3.80 2.00 | 2.01e-04 3.02
2048 | 2.54e-05 3.07|6.21e-04 2.00| 2.52e-05 3.03 | 9.51e-01 2.00 | 2.51e-05 3.00
8192 | 3.14e-06 3.02 | 1.56e-04 2.00 | 3.14e-06 3.01 | 2.38e-01 2.00 | 3.14e-06 3.00

so that the exact solution satisfies the clamped boundary condition

ou

on

For our clamped boundary condition we start with the initial mesh as given in the right picture of
Figure 5.1. In the following ¢ and X are discretised using the linear finite element space, whereas wu is
discretised using the quadratic finite element space. That means we use the finite element spaces with
k = 1. The numerical results are tabulated in Table 5.7. In this example, we get higher convergence
rates than predicted by the theory for all errors.

As in the case of
Examples 1 and 2 of the simply supported boundary condition we see the better convergence rates
for the semi H'-norm in earlier steps of refinement. However, when we refine further the convergence
rates decrease close to 2. Thus the better convergence rates are due to the asymptotic rates not being
achieved at the earlier steps of refinement.
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Table 5.7: Discretisation errors for the clamped boundary condition: exact solution (5.4)
Tu—unlly o |[u—unl1,0 Tée—onlly o |¢—¢rl1.0 =Xl o

elem lullo.q [ul1,0 2llo.o [9]1,0 1AMlo.0

error rate| error rate| error rate| error rate| error rate
32 4.34 8.51 7.47e-01 9.69e-01 9.20e-01

128 1.09 2.00| 346 1.30|3.06e-01 1.29|5.38e-01 0.85 | 3.88e-01 1.25
512 | 1.85e-01 2.55|6.43e-01 2.43|1.26e-01 1.29|2.86e-01 0.91|2.13e-01 0.86
2048 |2.43e-02 2.93|7.73e-02 3.06 | 2.38e-02 2.40 | 1.30e-01 1.14 | 9.34e-02 1.19
8192 |4.76e-03 2.35]9.94e-03 2.96 | 4.49e-03 2.40 | 6.35e-02 1.03 | 2.40e-02 1.96
32768 | 1.11e-03 2.11|1.39e-03 2.84|1.02e-03 2.13 | 3.17e-02 1.00 | 4.67e-03 2.36
131072 | 2.73e-04 2.02 | 2.74e-04 2.34|2.53e-04 2.02 | 1.58e-02 1.00 | 8.24e-04 2.50

Ezample 2. For our last example with clamped boundary condition the exact solution is chosen

as

3 3,3 3(2 4

u=4096z"(1 — z)°y> (1 — y) e + cos(y) | . (5.5)
As in the previous example, this solution also satisfies the clamped boundary condition. We have
tabulated the relative error in various norms in Table 5.8. The results are very similar to the ones
as in the first example. However, the relative error in the case of clamped boundary conditions are
higher than in the case of simply supported boundary conditions. We can also see that the asymptotic

rates of error reduction start later in this case due to the extrapolation on the boundary patch of the
domain.

Table 5.8: Discretisation errors for the clamped boundary condition: exact solution (5.5)

Tu—unlly o lu—unli.0 Te—2onllo. o [p—onli.0 =Xl o
elem lullo.0 [ul1,0 ll¢llo.0 [9l1.0 Moo
error  rate error rate | error rate| error rate| error rate
32 8.38 1.33e+01 7.77e-01 1.00 1.19
128 136 2.63 4.01 1.73 | 4.45e-01 0.80 | 6.54e-01 0.62 | 6.40e-01 0.90
512 | 2.05e-01 2.72| 7.61le-01 2.40|1.30e-01 1.78|2.89e-01 1.18|2.20e-01 1.54
2048 | 2.46e-02 3.06 | 8.75e-02 3.12|2.40e-02 2.44|1.30e-01 1.15|9.39-02 1.23
8192 | 4.76e-03 2.37| 1.07e-02 3.03 | 4.53e-03 2.40 | 6.36e-02 1.03 | 2.41e-02 1.96
32768 | 1.10e-03 2.11| 1.45e-03 2.89|1.03e-03 2.13 | 3.17e-02 1.00 | 4.71e-03 2.36
131072 | 2.72e-04 2.02 | 2.78e-04 2.38 | 2.55e-04 2.02| 1.59e-02 1.00 | 8.35e-04 2.50
REMARK 5.1. We have proved the error estimate in the mesh-dependent norm | - | for the

clamped boundary condition case. This norm can be estimated by the standard L?-norm and H'-norm
as follows. By using the triangle inequality we have

|(u — up, ¢ — @h)ﬁr.h = [¢ — ¢n — Apu+ Apuy, ||(%,Q + V(¢ - gbh)”%,s)
< C(llg — ¢n ||(%,Q + [|Apu — Ahuh”%,ﬂ + V(e — Wh)”é@)

We now only consider the middle term of the last line of the last inequality. Using the definition of
Ay, the L?-norm and the standard inverse estimate we have o constant C independent of the mesh-size
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h such that

fQ(Vu — Vuy) - Vo, dz

bpESEt |#nll0,2

Since the computed errors behave like ||¢ — ¢nllo.a = O(h?), ||[Vu — Vupllo.a = O(h?) and |V —
Vérlloa = O(h), the errors for uw and ¢ in the mesh-dependent norm | - |k behave as |(u — up, ¢ —
on)lkn = O(h).
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Appendix A. Proof of Theorem 2.1.
The existence and uniqueness of a solution to (2.6) follows from the Ladyzenskaia—Babushka—
Brezzi theory, provided that we establish the following properties.
1. The bilinear forms a(-,-), b(+,-) and the linear form ¢(-) are continuous on V' x V., V x M.
and V, respectively.
2. The bilinear form a(-,-) is coercive on the kernel space

V= {(0,0) €V ¢ b{(0, ), 1) =0, 1 € My},
3. The bilinear form b(-,-) satisfies the inf-sup condition, for some 3 > 0:

mf sup @)
neMve wpyev ([0 D)V [ 1llan,

The Cauchy-Schwarz inequality implies that the bilinear forms a(-,-), b(-,-) and the linear form £(-)
are continuous on V x V, V x M,. and V, respectively. We now turn our attention to the second
condition. In fact, for (u,$) € V satisfying b((u, #),u) = 0 for all u € My. D HL(Q) we have with

p=u

/Vu-Vudx:—/qSudx.
Q Q

Hence using Cauchy-Schwarz and the Poincaré inequality we find

2
Va0 < ClllloallVulloq

Thus we have

[Vulloo < Cli¢llo.o-
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From this inequality we infer
IVull§ o +IVoIE.a < CloIE o + IVEIG o
We use the Poincaré inequality again to obtain the coercivity
IVull3 o+ IVlZa < Clollsa + IVSIa < Cal(u, ¢), (u,0)),  (u,¢) € V.

Let us now consider the inf-sup condition in the case of simply supported BCs, that is M. =
H}(Q) with natural norm. For all u € Hg (),

b1, 0). 1) = =i b = [ 1V = Ll
and thus
(o)) o D 0)er)

sup 2 [l o
wwev 1eD)llv — lellnye

We finally consider the inf-sup condition in the case of clamped boundary conditions, that is
My, ={p€ H Y(Q) : Ap € H~1(Q)} with corresponding graph norm. We have

b((“ﬂ/’)a#) _ <1/),M> B <UaAM> )

sup sup
wwev 10OV wwev 10 d)v

Now setting 1) = 0 we obtain

(v, Ap)

b((v,9), 1)
sup > sup ———— > c1||Apul-1.0,
wwev 10OV = wemo) [Vollog

where we have used Poincaré inequality in the last step. Similarly, using v = 0 we get

b((v,4), 1) (b, )
sup > sup = > collpll—1a;
wwev 1w, o)l weri) IV¥loe

and hence there exists a constant 5 > 0 such that

b((v,9), 1) _ Wp) = (v, A
it W T Tealore W Ty matel 0 L

Hence (2.6) has a unique solution. O
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